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Color Image Segmentation Using MDS-Based 
Multiresolution Nonlinear dimensionality 

Reduction Model and Fuzzy C-means Clustering  
Sayana Sivanand, Aiswria Raj 

 

Abstract— We present a new approach for color image segmentation based on multiresolution multidimensional scaling and fuzzy c-
means clustering. Multiresolution reduction method reduces the dimensionality of high dimensional data and we demonstrate its 
performance on a large-scale nonlinear dimensionality reduction problem in texture feature extraction step of unsupervised image 
segmentation problem. The proposed image segmentation algorithm has two steps. First, a multiresolution optimization strategy, which is 
used to obtain a nonlinear low-dimensional representation of the texture feature set of an image. Then fuzzy c-means clustering performs 
the segmentation of the image exploiting the low-dimensional texture feature vector.  The proposed method has been successfully applied 
to the Berkeley segmentation database. The obtained results show the potential of this approach compared to the other state of the art 
image segmentation algorithms.   

Index Terms— Berkeley image database, color image segmentation, fuzzy c-means clustering, multidimensional scaling, nonlinear 
dimensionality reduction, probability rand index, variation of information 

——————————      —————————— 

1 INTRODUCTION                                                                     
MAGE segmentation is an essential tool for most image 
analysis tasks which consists of partitioning an image into a 
set of coherent regions. Segmentation plays a fundamental 

role in many computer vision applications and image analysis. 
Although humans often perform it effortlessly, it is extremely 
difficult to automatically segment images into regions 
efficiently and the segmentation problem is, to a great extent, 
viewed as unsolved. 

Intensive research has been carried out in this area to solve 
the problem of color image segmentation and many 
techniques have been proposed. The main research directions 
in the relevant literature are focused on clustering algorithms 
[1], [2] , [3], graph based segmentation methods [4], [5], 
Markov random field based statistical models [6], [7] 
(exploiting the connectivity information between neighboring 
pixels or regions), method based on the mean shift 
algorithm[8], deformable surfaces [9], watershed techniques 
[10], color histograms [11],region growing procedures [12] and 
finally region-based split and merge strategies[13].    

Texture feature extraction is an essential step in some of the 
above mentioned techniques. It is used to characterize each 
meaning ful textured region in the image with suitable image 
features which can be statistical, geometrical or 
morphological. These features constitute the feature vector. 
Segmentation techniques exploiting this featue like hood 

information can work efficiently when the dimensionality of 
the classification problem is low enough.There are many 

application domains where data is considerably higher 
dimensional. In the case of high dimensional data a prior 
dimensionality reduction step has to be performed to get 
manageable number of dimensions. This technique improves 
the performance of subsequently used segmentation model 
and reduces the time and memory required to perform the 
task. It also helps to remove the redundant and erroneous 
information from data. 

Methods have been proposed and studied to address the 
high dimensionality problem. The main focus was on linear 
dimensionality reduction model which is based on the linear 
projection of data under the assumption that data lives close to 
a low-dimensional linear sub-space. Principal component 
analysis (PCA) [14] is a linear dimensionality reduction model 
and it finds the low-dimensional embedding of the data points 
which preserves the data locations. Independent component 
analysis [15] is another linear projection technique. However 
the assumption of linear manifold violates in the case of 
texture feature data and the linear dimensionality reduction 
techniques can not be applied to the image database. This 
leaves us with the nonlinear dimensionality reduction models. 

Most nonlinear dimensionality reduction methods try to 
preserve the neighborhood information such as pair wise 
distance between pixels and locally linear structure. One way 
of doing nonlinear reduction is to nonlinearize a linear 
dimensionality reduction model such as PCA. This nonlinear 
PCA is called kernel PCA [16] and it is a combination of 
principal component analysis and kernel trick. This method 
does not yield good result in some problems and it is difficult 
to obtain appropriate kernel for the given problem. The 
second way is using manifold based methods such as locally 
linear embedding (LLE) [17] or isometric mapping (ISOMAP) 
[18]. 

LLE is based on a simple geometric intuition of local 
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linearity. The assumption is that each data element and its 
neighbors lie on or close to a locally linear patch of the 
manifold. LLE finds the low-dimensional representation of 
data such that projected point has the same neighborhood as 
the original point. The role and advantage of LLE in image 
segmentation has been pointed out by Mohan et al. [19] in 
hyperspectral imagery and Goh et al. [20] in motion 
segmentation. LLE has several advantages over ISOMAP and 
it is invariant to translation, rotation and scaling. Laplacian 
eigenmaps [21] comes under the same family of LLE and it 
performs dimensionality reduction using spectral techniques. 
It works under the assumption that data lies in a linear 
manifold in a high dimensional space. Based on the 
neighborhood information of data set it constructs a graph 
which can be considered as an approximation of low 
dimensional manifold in high dimensional space. Then 
dimensionality reduction is achieved by minimization of a cost 
function based on the graph. Hessian LLE [22] yields better 
results than LLE but at the expense of computational 
complexity and not suitable for heavly sampled manifolds. 
Modified LLE [23] has overcome the distortion problems of 
LLE map and performance is comparable to that of Hessian 
LLE. 

ISOMAP is a graph based algorithm. It estimates the 
geodesic distance matrix in high dimensional space using 
Dijkstras algorithm [24]. Geodesic distance is the distance 
measurement along the manifold. These distances are 
preserved during projection into low dimensional space. 

Multi dimensional scaling (MDS) [25] is one of widely used 
dimensionality reduction model. It was first proposed by 
Young and Householder [26] and then further developed by 
Torgerson [27]. Pairwise distance between data points is 
preserved during projection into lower dimensions. It 
attempts to find coordinates for points in the low-dimensional 
space such that low- dimensional distance is as close as 
possible to high-dimensional distance. Distance metric is 
constructed for the high dimensional input data and it works 
by minimizing an objective function based on the discrepancy 
of these distances. The objective function is strain or stress 
depending upon whether classic MDS or metric MDS is used. 
In classic MDS approximate analytic solution to the minimum 
of strain function is obtained. Embedding coordinates are 
calculated by computing top eigenvectors of a “double-
centered” transformation of the distance matrix sorted by 
decreasing eigenvalue. If N is the number of feature vectors 
then the singular value decomposition will result in a 
computational cost of order              . By using power method 
or other sophisticated iterative methods for finding the 
eigenvectors, modern classic scaling method has achieved a 
reduced computational cost of order            . For large-scale 
applications FastMap [28], metricMap [29], and landmark 
MDS [30] have been proposed and these algorithms are based 
on the Nyström approximation [31] of the eigenvectors. 
Nyström method works by finding a nonlinear embedding for 
a subset of samples and extending that result for the 
remaining samples. None of the above mentioned methods 
consider scalable MDS task directly as an optimization 
problem. A multiresolution optimization strategy has been 

introduced by Max Mignotte [32] which uses a subsampling 
and interpolation scheme exploiting the important features of 
natural image. For a sample belonging to a certain region its 
neighboring sample is likely belong to the same region. This 
spatial dependency between samples helps to construct a 
coarser version of original optimization problem and the 
solution of coarser version provides initial guess for finer 
version. We have used this method for dimensionality 
reduction. 

For segmentation based on clustering technique, hard 
segmentation yields poor results in many real situations due 
to certain problems in the image such as noise, low local 
contrast, overlapping intensities etc.The introduction of fuzzy 
set theory [33] led to the concept of soft segmentation where 
an element can belong to more than one cluster and degree of 
association is indicated by membership value. Among fuzzy 
clustering techniques fuzzy c-means clustering (FCM) is most 
popular for its robust characteristics against ambiquity and the 
ability to retain more information compared to hard 
segmentation. 

The rest of this paper is organized as follows. In Section 2 
we briefly describe the multiresolution reduction model. 
Fuzzy c-means clustering algorithm is given in section 3. We 
present our experimental results and comparisons with 
existing segmentation methods in section 4. Finally, some 
conclusions are drawn in section 5 

  

2 MULTIRESOLUTION REDUCTION MODEL 
This dimensionality reduction model aims at representing 

the texture feature data of an image in low-dimensional space. 
The necessary textures are obtained by the texture feature ex-
traction. 

 
2.1 Texture Feature Extraction 

In our segmentation model color histogram and gradient 
magnitude histogram are used as the texture features for 
characterizing each textured region. These features will be 
represented in a lower dimensional space.For calculating color 
histogram input image is expressed in LAB color space and 
local non-normalized histogram is estimated. To overcome the 
shadow effects A, B  and L color channels are requantized. 
This is performed on a bin descriptor computed on 
neighborhood of pixel to be classified. For gradient histogram 
calculations are performed on the luminance component of 
each pixel in the neighborhood of the pixel to be classified.   
The implementation details are given in Algorithm 1. 

 
Algorithm 1 Estimation of the Bin descriptor for each pixel s 

 
 Size of local window 
 Bin number of color histogram (A&B channels) 
 Bin number of color histogram (L channel) 
 Maximal value of gradient histogram 
 Number of bin values for each of the four (horizon-

 tal, vertical, right and left diagonal) gradient histo
 grams 

( )3o N

( )2o N
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 S Pixel spatial location s = (row, col) = (i, j) 
 Set of pixel locations s within the                     neighbor

 hood region centered at s 
h [ ] Bin descriptor : array of D =                            

 integers [ ]( )0 , [1],..., [ 1]h h h D − initialized to  
⋅  Integer part of 
 Bin number of gradient histogram 
 
Initialization 
 
 
Color histogram 
for each pixel               with color value                      do 
 
 

•  
 
 

•  
 

Edge histogram 
for each pixel               with Luminance value       do 
 
 
 
 

 
 

 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
The resulting feature vector has dimension                 . It will 

be reduced to a dimension of three by the reduction model. 

2.2 Multiresolution reduction model 
In this multiresolution method we have used two levels of 
resolution. First is finer solution at full resolution (p=0) and 
other is coarser solution at resolution level p=4. Coarser level 
is obtained by sampling the input image by 42 16= . The iput 
image is assumed to be periodically repeated at two level of 
resolution. The result of optimization at the coarser level is 
interpolated and given as input to the second level. This will 
provide an initialization for the finer level. Interpolation is 
performed using 

 
 
  (1) 

 
 
where s,t represent pixel locations,    designates a square 
neighborhood centered around s,  

4^

su
↓

is the optimized value 
of s at coarser level. The weight ( , )w s t is a function of simi-
larity between feature vectors I(s,.) and I(t,.) and is given by 
 

 
  (2) 
 

  
 
where Z(s) is the normalizing constant and h act as a degree of 
filtering. The optimization at coarser level and finer level is 
performed using conjugate gradient descent procedure. .  
  

3  FUZZY C-MEANS CLUSTERING 
In the family of objective function based algorithms for fuzzy 
clustering, fuzzy c-means (FCM) algorithm is the most popu-
lar one. This technique which was developed by Dunn and 
improved by Bezdek [33] is a type of clustering in which an 
object can belong to more than one cluster.  Consider a data 
set having N data objects                       . FCM partition this data 
into L clusters                       and it also returns a membership 
matrix                                       where each element      
 indicates the degree of belonging of element      to 
cluster       . It works by minimizing the objective function 

 
     
  (3) 

 
where m, known as fuzzifier, is any real value greater than 
one and *  is norm which measures the similarity between 
the data and cluster. In FCM clustering is performed by itera-
tive optimization of the objective function.The data member-
ship value iju and new cluster center value jv are given by 
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  (5) 
 
 
 
 
Cluster centers and membership matrix are updated until 
termination which occurs when                                              . 
User can set the value forε . This process will converge to a 
local minimum. .   

 

4 SIMULATIONS AND RESULTS  
We have used Berkeley image database for testing our seg-
mentation algorithm. Database consists of 300 images of 
size 481 321× . It also contains benchmark segementation 
results performed by human observers. Experiments were 
conducted using Matlab and the results obtained are given 
below. 

 
 
 
 
 
 

  
 
 
 
 
 

Fig. 1. (a) Original Berkeley image (n0 118035 ) 
 

The texture features of the original image shown in fig.1 (a) 
are calculated using Algorihm 1. The resulting feature vector 
is then nonlinearly reduced. Since we have used multiresolu-
tion method the input image is down sampled. Nonlinearly 
dimensionality reduced output obtained after convergence of 
the conjugate gradient at coarser level is shown in fig. 1 (b). 
Final low-dimensional output obtained after interpolation and 
optimization at finer level is shown in fig. 1 (c). This low-
dimensional feature vector is given as input to the clustering 
algorithm. FCM performs the segmentation and final seg-
mented result is shown in fig. 1 (d)  

 
 

 
 
 
 
 
 
 

(b) Optimized low-dimensional image at coarser level 
 

 
 
 
 

 
 
 
 
 
 
 

(c) Low-dimensional representation of original image 
 

 
 
 
 
 
 
 
 
 
 

(d) Segmented image using FCM method 
 
The segmentation algorithm was tested on the entire Berke-

ley image database and some the segmented results are shown 
in fig. (2). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2 Examples of segmentation results 
 
For quantitative verification we have calculated probability 

rand index (PRI), variation of information (VoI), global con-
sistency measure (GCE) and boundary displacement error 
(BDE) and compared with existing segmentation methods. 
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The results are listed in table 1.  
 

TABLE 1 
PERFORMANCE COMPARISON 

 

Algorithms PRI VoI GCE BDE 

Humans .875 1.1040 .0797 4.994 

Multiresolution 

reduction 

model and  

FCM based 

segmentation 

.756 2.464 .1767 9.4211 

Mean-Shift .7550 2.477 .2598 9.7001 

NCuts .7229 2.6647 .1895 9.9497 

 
From the table we can analyse that our method is superior 

to other listed methods in terms of all of the four performance 
measures.   

5 CONCLUSION 
In this paper a new method has been introduced for perform-
ing color image segmentation of high dimensional data. Large 
scale dimensionality reduction problems can be overcome by 
using multiresolution reduction model. Low-dimensional rep-
resentation of the texture feature vector of the input image is 
obtained by this algorithm. This detextured image can be rep-
resented as a three channel image and can be exploited in the 
segmentation technique. For segmentation Fuzzy c-Means soft 
clustering method is used which produces better segmented 
results compared to hard segmentation techniques.  
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